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1. INTRODUCTION 

Within the last several years, the reduced key­
board, keystroke savings, and the use of Morse code 
[1-7] are providing effective alternative communica­
tion channels for individuals with physical limitations. 
In order to improve the life quality of the disables, we 
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design a single switch keyboard with Morse code data 
transmission system for disabilities. This system will 
provide the disables with easy accesses to the com­
puter appliances and therefore to the frontier of non-
barriers environment. 

With single switch, Morse code samples a tone-
silent signal with time series. Tone signals (switch 
down) can be a dot (short interval) or a dash (longer 
interval). Silent signal (switch up) can be a dot-space 
(short interval between dot and dash) or a dash-space 
(longer interval between character). The standard 
Morse code defines the tone ratio (dash/dot) and the si­
lent ratio (dash-space/dot-space) as 3:1. Because hu­
man typing skill can't keep this ratio precisely and the 
two ratios --tone ratio and silent ratio-- are not equal, 
the Morse code can't be recognized automatically. The 
requirement of the standard ratio is difficult to satisfy 
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even for an ordinary person. We already knew that 
Morse code auto-recognition could be very successful 
for the stable typing speeds and stable typing ratio of 
dash to dot intervals. As for the unstable Morse code 
typing pattern, the auto-recognition algorithms in the 
literature are not good enough in applications. From 
the real world situation that the disabled persons usu­
ally have difficulty in maintaining stable typing speeds 
and typing ratio, we therefore adopted an Expert-
Gating neural network model to recognize unstable 
Morse codes. 

In the report of Luo & Shih [4], a single switch 
Morse code automatic recognition system has been 
constructed. They have successfully used an adaptive 
unstable-speed prediction algorithm to deal with this 
problem. A fixed ratio was used in this algorithm. 
Therefore it has difficulty in recognizing an unstable-
ratio signal. Although Shih & Luo [5] have 
successfully designed a LMS and matching algorithm 
to raise the recognition rate of the stable signal, the 
total rate of recognition was not good enough for the 
use of disables with unstable ratio signals. Hsieh et al. 
[6] have proposed an adaptive variable-ratio threshold 
prediction (AVRTP) algorithm to improve the 
recognition rate of the Morse code automatic 
recognition system. They also have successfully 
improved the situation to deal with the problem. 
However the AVRTP requires mass computation and 
great deal of computing time. Fuh & Luo [7] have 
used a back propagation neural network (BPN) with 
the simplest network one neuron in input layer and one 
neuron in hidden layer to improve the recognition rate 
of the Morse code automatic recognition system. Since 
BPN is a nonlinear algorithm, it is too complicated to 
implement in single chip for online learning and 
recognition. 

This paper proposed another new method of 
online learning and pattern recognition, which is the 
Expert-Gating neural network model with a linear Per-
ceptron algorithm to shorten the computing time for 
online signals learning and recognition. In order to im­
plement an algorithm to a single chip, we also pre­
sented a linear back propagation recalling algorithm. 

Recently, neural networks have been used in pat­
tern recognition problem, especially where input pat­
terns are scale changed and shifted in position. Jacobs 
and Jordan [8] have designed a modular neural net­
work to perform control tasks. Gallant [9] has pre­
sented Perceptron-based learning algorithm. These al­
gorithms are suitable for applications in machine learn­
ing, pattern recognition, and connectionist expert sys­
tem. Mitra and Pal [10] have proposed Fuzzy-Multi-
Layer Perceptron algorithm (A connectionist expert 
system model). Which is test on the speech recognition 
problem, on same medical data and on artificially gen­
erated intractable (linearly non-separable) pattern 
classes. Chen et al. [11] have used a modified HME 

Architecture for text-dependent speaker identification. 
This algorithm used S-gating to enhance the results ac­
companied with those feature frames of the speaker's 
related information. Geva [12] has proposed a Multi-
scale neural network with multi-layer Perceptron to 
predict time series. Souheil et al. [13] have presented 
Combining experts used in binary classification face 
and speech data. Gutta et al. [14] described the appli­
cation of mixtures of experts on gender and ethnic 
classification of human faces, and pose classification. 
Rahman et al. [15] presented a multiple-expert frame­
work for recognition of handwritten characters. Almost 
of all researches [8-15] used multi-dimension signals 
and multi-layer or nonlinear network to classify pat­
terns more precisely. Those algorithms could not eas­
ily and quickly be simulated and implemented in sin­
gle chip. Algorithms with linear Perceptron or linear 
BPN could be simply and easily implemented in single 
chip. This linear operation on input vector is more ef­
ficient in computation compared to computing Euclid­
ean distances. Its hardware implementation is simple 
and efficient also. 

2. METHOD 

Expert-Gating neural network model consists of 
tone recognition network (Expert) and silent recogni­
tion network (Gating). In this study, we use Expert 
neural network to recognize Morse-code tone time se­
ries and Gating neural network to deal with silent time 
series, which namely is dot (dot-space) or dash (dash-
space). Figure 1 shows Mores code recognition system. 
The symbol Et (n) denotes the nth number of Morse 
code tone time series and Gs(n) denotes the nth 
number of Morse code silent time series at the input 
layer. Expert network recognized tone time series with 
binary Perceptron algorithm and the anti-symmetric 
threshold function to decide output Y^n) is either dot 
(-1) or dash (+1). Gating network recognized silent 
time series with binary Perceptron algorithm and the 
step threshold function to decide Y^ (n) is either dash-

Fig. 1 Expert-Gating neural network model Morse 
code online recognition system. 
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space (+l) or dot-space (zero). When Gating network 
output is dot-space (zero), Expert network feeds its 
output signal to next memory register neuron and takes 
down M=M+1 (M: indicates the group of characters.). 
Gating network output is used to stimulate memory 
register neuron, when its output value is equal to one. 
After Expert neural network recognized, if Gating neu­
ral network output was equal one, then memory regis­
ter was mapped to character classify. If M equals to 
one, only the first group of characters are classified; if 
M equals to two, then the second group of characters 
are classified, and so forth. 

2.1 Expert and Gating algorithm: 
Figure 2 shows the Expert time series recognition 

system. Input the nth number of tone time series 
E,(n), use previously threshold Ee(n-\) to predict 

Y,{») = 0 (5) 

and calculate current threshold value E, U also, use 
binary Perceptron algorithm and anti-symmetric 
threshold function to determine whether Y,{n) is ei­
ther dot (-1) or dash (+1). We thus write: 
EM = E,{n - l) + 7([£,(»K(»)- Ee(»" 0] 0) 
With anti-symmetric threshold function to determine 
that 

If £,(/i)w((/i)<£9(«), then the nth number of 
the tone time series is belonging to dot, i.e. 
Y,{n)=-\ (2) 
If £, {n)w, (n) > Ee (n), then the nth number of the tone 
time series is belonging to dash, i.e. Y, (n) = +1 (3) 
(77 - indicates tone signal predict learning parameter. 
w, (n): indicates tone signal synaptic weight, n : in­
dicates the input number of tone signal.) 
Figure 3 shows the Gating time series recognition sys­
tem. Input the nth number of silent time series G((w), 
use previously threshold Ge (n -1) to predict and 
calculate current threshold value Ge(n), also use bi­
nary Perceptron algorithm and step threshold function 
(hard limiter) to determine whether Ys(n) is either 
dash-space (+1) or dot-space (zero). That is: 
G,(«) = G,(H-l) + i jM«k( '0-G>-l)](4) 
Then use step threshold function to determine that: 
If Gs (n)ws (n) < Ge (n), then the nth number of the si­
lent time series is belonging to dot-space, i.e. 

Gs(n) 

Step function 

Fig. 3 Gating neural network (silent time series) 
recognition system. 
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1 
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Fig. 2 Expert neural network (tone time series) 
recognition system. 

If Gs(n)ws(n)> Gg(n), then the nth number of the si­
lent time series is belonging to dash-space, i.e. 
r » = + i (6) 
( TJS : indicates the predict learning parameter of silent 
signal. ws(n): indicates the synaptic weight of silent 
signal, n: indicates the input number of silent signal.) 

2.2 Integrate Expert algorithm and Gating algo­
rithm: 
1. Set initial value M equal to one, that is, it indicates 

the first group characters; and then clear all mem­
ory registers. Let tone time series Y,(n) be saved 
in the first memory neuron. 

2. If the first silent time series Ys(n) is equal to one, 
then let the first tone time series Y, (n) in the first 
memory neuron go to map to the first group charac­
ters and classification, then go back to step 1 and 
classify next character. If Ys(n) is equal to zero, 
then Y,(n) in the first memory neuron would be 
delayed to the second memory neuron and let M 
equal to two and go to step 3. 

3. Save the second tone time series into the first mem­
ory neuron. If the second silent time series Ys(n) 
is equal to one, then the first and the second tone 
time series y,(«-l) and Yt(n) go to map to the 
second group characters, and then go back to step 1 
and classify next character. If Y5(n) equals to zero, 
let Y, (n -1) delay to the third memory neuron and 
y,(n) delay to the second memory neuron and set 
M equal to three and go to step 4. 

4. Save the third tone time series into the first memory 
neuron. If the third silent time series Ys(n) equals 
to one, then all the three tone time series Y, (« - 2), 
Yt (n - 1 ) and Yt (n) go to map to the third group 
characters, then go back to step 1 and classify next 
character. If Ys(n) equals to zero, let Y,(n-2) 
delay to the fourth memory neuron, Yf{n-\) de­
lay to the third memory neuron and F,(w) delay to 
the second memory neuron and set M equal to four 
and go to next step. 

5. Save the new tone time series into the first memory 
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neuron. If the fourth silent time series Y5(n) 
equals to one, then let all the four tone time series 
r , (n -3) , Y,(n-2), Y,{n-\) and Y\n) go to 
map to the fourth group characters, then go back to 
step 1 and classify next character. If Ys\n) equals 
to zero, it is then a mistake, since Morse code have 
only four codes in 26 letters of the alphabet 
(AB...Z). It can only continue to the next step, if 
auto recognized system has the above four Morse 
code characters. 

2.3 Linear BPN recalling 
This method uses computer learning and online 

recognized on a single chip. BPN algorithm learning 
system [7] is used to get average synaptic weights 
( w

v (n)' W/K (")) anc ' a v e r a S e thresholds (9k , 6]). 
Initial synaptic weights w (o) and w;K(o) are ran­
dom numbers. Let learning parameter rj is between 
0.5-5. Used / (v (n)) = 1 /[l + exp(- v («))] as output 
layer and hidden layer active functions. The symbols 
are defined as follows: y,(n) denotes an input layer 
signal; yy («), denotes a hidden layer response; yk (n), 
denotes an output layer response; 9 , a hidden layer 
threshold; 9t, an output layer threshold. 

Original recalling equation is shown as follow: 
1. Input a pattern and use the equation shown below to 
compute the response of the hidden neuron. 

vl(n)=w,J{n)y,{n)-9J 

> » = / » ) ) 
2. Use the following equation to compute the response 
of the output layer: 

(8) 
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Fig. 4. Morse code pattern distributions: (a) Tone 
time signals, (b) Silent time signals. 
Zone 1 displays the data from the cerebral palsy. 
Zone 2 displays the data from the beginner. 
Zone 3 displays the data from the skilled user. 
'*' indicates dash,' • ' indicates dot. 

v* M=w,* ("KM-** 
y>{n)=f>M")) 

Decision rule: 
Since y, (n) = f„ {vk («)) = 1 /[l + exp(- vk («))], if 

output yk(n) equal 0.5, then vk(n)=0, and then 
threshold 9k equals to hidden synaptic weight 
(w„(n)) product hidden layer output v ( « ) , therefore 
0k = w . \n)y («). Use this condition to guide linear 
BPN recalling process. Which is shown by: 

9 -In 
ek yA")- pv 

w,An) 
In formula (9), w/y(«), w, 

(9) 

.(«), 9k, 0 can be 
received from BPN learning process, so y,\n) is a 
constant. Therefore, if input signal is larger than 
y,(n), 't will be decided as a dash (or dash-space); if 
the signal is less than y,{n), it will be taken as a dot 
(or dot-space). When this simplified process is imple­
mented in a single chip as an online automatic recogni­
tion system, it would be very easy. 

3.EXPERIMENTAL RESULTS 

Expert-Gating algorithm experiment: 
We used three persons to test in this experiment. 

Each person recognizes 26 letters of the alphabet 
(AB...Z). TABLE I shows the results of typing rate: 
Test one is a cerebral palsy, whose average typing rate 
is 14.99 characters per minute, Test two is a beginner, 
with average typing rate of 25.7 characters per minute, 
Test three is an expert, with average typing rate of 43.4 
characters per minute. Figure 4 shows three tests of 
Morse code time series distribution. In which, Zone 1 
displays the data from the cerebral palsy case, Zone 2 
from the beginner user and Zone 3 from the skilled 
user. In zone 1, it has more dispersed time series. In 
zone 2 and 3, the dot (dot-space) is more stable than 
dash (dash-space). At the same time, we found some 
characters were mistyped and their corresponding 
Morse codes were mislabeled. The distribution of tone 
signals and silent signals are similar, therefore, we let 
tone predict learning parameters and correct learning 
parameters the same as silent. 

In the testing process, the initial values of thresh­
olds are used with two methods, one is inputting 6 
characters Morse code (e - t - i - a • n * m, i.e. [*, — 
, • • , • — , — •, — —], '•' denotes the dot time se­
ries and '—' denotes the dash time series), which have 
ten tone signals and ten silent signals. Then, take the 
average value of tone signals and the average value of 
silent signals as initial thresholds (^ (o) or G„(o)). 
The second method is the use of AB...Z, 26 letters of 
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Fig. 5 Morse code initial thresholds learning system.

the alphabet, for online supervised learning to get ini-
tial tone time series threshold and silent time series
threshold (E9 (0) or GB (0) ). Figure 5 shows Morse
code initial eshold learning system. Let synaptic
weights w, ^n) and w, (n) are equal one. Correct
learning rate (ii,, , r&) are between 0.5-4. Pruning
input outline signals, if time series are shorter than
0.05 second, then we set it as 0.05 second; if time se-
ries are longer then three second, we let it be three
seconds.
Expert-gating neural network supervised learning
correct rule:

Input the nth number of tone signal and correct
the threshold EB (n + 1).
If Y,(n)=-1 (dot)and E,(n)w,(n)-EB(n)>0, (10)
Or
If Y,(n)_+1 (dash) and E,(n)w,(n)-EB(n)50, (11)
Then correct the tone signal threshold value as:
E.(n+1)= E.(n)+r7„[E,(n)w,(n)-EB(n)] (12)
Input the nth umb r of silent signal and correct the
threshold G,, (n + 1).
If YS (n) = 0 (dot-space) and
G, (n)w5 (n) - G9 (n) > 0 , (13)
Or
If YS (n) = +1 (dash-space) and
G5(n)w,(n)- G9(n)<0, (14)

2

0
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Fig. 6 Shows the figure 4(a) tone signals predict
learning the trajectory of thresholds on recognition
process , correct learning parameter 17,, and l7/s
are equal to 1.0 , and initial thresholds track learn-
ing parameter ij, and l7, are equal to 0.05. (`*'
indicates dash, ` • ' indicates dot, `o' indicates
threshold.)

Then correct the silent signal threshold value as:
GB(n+l)=G9(n)+il,,[G,(n)w,(n)-G9 (n)] (15)

Figure 6 . Shows the figure 4(a) tone signals the
trajectory of thresholds on recognition process. Where
the correct learning parameters ()l„ , r1,5) are all equal
to 1.0, and predict learning parameters ( rl, , rls ) are all
equal to 0 .05 ('*' indicates dash, ` • ' indicates dot, `o'
indicates threshold..).

TABLE II shows the results of three tests rec-
ognition rate . Initial threshold values are the average of
6 characters . Tone signals predict learning parameter

7, and silent signals predict learning parameter 1s
are set between 0.5- 0.01 . From the experiment of test
one, we have 91.15% online average recognition rate;
test two with 95.77%, test three with 98 .46% respec-
tively. The improved predict learning parameters are
nearly about 0 .05. TABLE III-V shows the results of

TABLE I Shows the results of three tests average typing rate per minute.

Typing rate Test one Test two Test three
1 12.56 24.81 35.20
2 12.65 24.87 38.86
3 13.46 24.89 39.11
4 14.68 24.94 41.05
5 15.36 25.60 44.35
6 15.63 25.67 44.75
7 15.87 25.75 44.90
8 16.20 25.86 45.45
9 16.61 26.51 48.86
10 16.92 28.08 51.44

Average 14.99 25.70 43.40
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three tests , initial thresholds are used 26 characters
online learning one epoch . TABLE III shows the re-
sult of recognition rates from test one, TABLE IV
shows the results of test two and TABLE V shows
the results of test three . Set the correct learning rate
(ii,, = r& ) between 0 .5-4, predict learning rate (7), = is )
set between 0.01-0.5 . Symbol '*' in the table indicates
that the recognition rate is lower than 50%. TABLE
III shows that the highest recognition rate is about
91%, with correct learning parameter between 0.5-3
and predict learning parameter between 0 .1-0.01. TA-
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BLE IV shows that the highest recognition rate is
about 96%, with correct learning parameter between
0.5-3 and predict learning parameter between
0.050.01. TABLE V shows that the highest rec-
ognition rate is about 99%, with correct learning pa-
rameter between 0.5-3 and predict learning parameter
between 0 . 1-0.01. From the experiment of three tests,
we found that correct learning parameters are not im-
portant factor for recognition rate.

3.2 Linear BPN recalling experiment:

TABLE II Three tests recognition rate , initial threshold values are the average value of 6 characters (e
t- i- a•n•m).

Predict
Learning rate

0.5 0.3 0.1 0.05 0.01

Test one 67.31 80.38 90.77 91.15 90.38
Test two 88.46 93.85 95.0 95.77 95.77

Test three 91.54 95.0 98.46 98.46 96.15

TABLE III Test one recognition rate, initial threshold values are correct learning 26 characters. (77,, =77r,,
7j, =775) Symbol '*' indicates that the recognition rate is lower than 50%.

77/t =^Is
0 .5 1.0 1.5 2.0 3.0 4.0

0.5 67.31 67.31 67.31 67.31 67.31 58.85
0.3 80 .38 80 .38 80 . 38 80 . 38 80 .38 60.77
0.1 90.77 90.77 90.38 90.77 90.77
0.05 91.54 91.54 91.54 91.54 91.54
0.01 90 . 38 90 . 38 90 .77 91.54 90.38

TABLE IV Test two recognition rate , initial threshold values are correct learning 26 characters .

77, =77s) Symbol "' indicates that the recognition rate is lower than 50%.

"1' 0.5 1.0 1.5 2.0 3.0 4.0

0.5 88.46 88.46 88.46 88.46 88.46 87.69
0.3 93.85 93.85 93.85 93.85 93.85 90.77
0.1 95.0 95.0 95.0 95.0 95.0 76.54

0.05 96.15 96.15 96.15 96.15 96.15 69.62
0.01 96.15 96.15 96.15 95.0 95.0

TABLE V Test three recognition rate , initial threshold values are correct learning 26 characters . (77,, =771s,
77, =775 ) Symbol ` indicates that the recognition rate is lower than 50%.

r =77rs 0 .5 1.0 1.5 2.0 3.0 4.0

0.5 91.54 91.54 91.54 91.54 91.54 88.46
0.3 98. 85 98 . 85 98.85 98 . 85 98 .85 90.77
0.1 99.23 99.23 99.23 99.23 99.23 80.38
0.05 99.23 99.23 99.23 99.23 99.23
0.01 99.23 98. 85 98 . 85 98 . 85 98.85
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TABLE VI Morse code recognition rates from three tests by three methods: linear BPN recalling method 
(LBPN); 6 characters average value as initial thresholds (EG6) and 26 characters learning as initial thresh­
olds (EG26). 
LBPN: Learning rate( rj) equal to 2, and a learning cycle of ten epochs. 
EG6: Predict learning rate equal to 0.05. 
EG26: Correct learning rate equal to 1.0, predict learning rate equal to 0.05. 

Method 
Average 

Test one 
LBPN 
92.3 

EG6 
91.2 

EG26 
91.5 

Test two 
LBPN 
96.2 

EG6 
95.8 

EG26 
96.2 

Test three 
LBPN 
99.2 

EG6 
98.5 

EG26 
99.2 

In this test, the linear BPN recalling algorithm 
uses Morse code AB...Z, 26 letters of the alphabet. For 
online supervised learning to get average synaptic 
weights and average thresholds (wtJ (n) - w K («) - 6k, 
0j), we set learning rate( 77) equal to 2, and no decay­
ing learning rate, momentum a equal to zero, and a 
learning cycle often epochs. Use equation (9) to calcu­
late y\n) as a threshold and classify Morse code. 

TABLE VI shows the results of the three tests 
for three methods, where linear BPN recalling method 
(LBPN) with learning rate( TJ ) equal to 2 and a learn­
ing cycle of ten epochs. From the experiment of test 
one, we have 92.31% online average recognition rate, 
test two 96.15%, test three 99.23% respectively. 

4. DISCUSSION AND CONCLUSIONS 

characters were mistyped and their corresponding 
Morse codes were mislabeled. That is why the recog­
nized rate couldn't reach up to 100%. 

For further studies, there are still some problems 
need to be solved. First, the signal should be appro­
priately preprocessed before inputting it. Second, we 
have to choose the simplest neural network. We also 
can use other kinds of neural net, such as, linear Self-
Organizing-Map or neural fuzzy, to solve the more 
complex problem. 

Acknowledgement 

This work is supported by the grants NSC 90-
2614-E-006-004 from National Sciences Council, 
TAIWAN. 

Figure 4 shows that pattern scale and distribution 
are different in three tests. Test one has the largest 
scale than test two and test three. It also has more mis­
types and Morse code overlap. Patterns have different 
scale and distribution means that the tone rate and si­
lent rate are different. Therefore, the optimal correct 
learning rates ( r\lt, r]h) may be different in each test. 
In this experiment, correct learning rates is between 
0.5 ~ 4. From our experiment, we knew that correct 
learning parameter is not the major factor for recogni­
tion rates. The Morse code distribution also reveals 
that dot is more stable than dash. Which means that 
predict learning rate may differ in dot and dash on 
each test. The predict learning rate from 0.01 to 0.5 are 
taken in the test and we have experienced that 0.05 is 
the better one for all three tests. 

Since Morse code is a one-dimensional time se­
ries signals, therefore, linear Expert-Gating neural 
network model and linear BPN recalling algorithm 
both can solve the problem of recognition with very 
short learning and classified time. Usually, neural net­
work requires mass computation and great deal of 
computing time. To shorten the computing time for 
online signal recognition, we can implement linear 
Expert-Gating neural network algorithm in single chip 
with one cycles of learning and obtain satisfactory rec­
ognition results. 

Through signals analysis, we found that some 
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TABLE VI Morse code recognition rates from three tests by three methods: linear BPN recalling method 
(LBPN); 6 characters average value as initial thresholds (EG6) and 26 characters learning as initial thresh­
olds (EG26). 
LBPN: Learning rate( rj) equal to 2, and a learning cycle of ten epochs. 
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Method 
Average 
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LBPN 
92.3 

EG6 
91.2 

EG26 
91.5 
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96.2 

EG6 
95.8 

EG26 
96.2 
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ing learning rate, momentum a equal to zero, and a 
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late y\n) as a threshold and classify Morse code. 
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for three methods, where linear BPN recalling method 
(LBPN) with learning rate( TJ ) equal to 2 and a learn­
ing cycle of ten epochs. From the experiment of test 
one, we have 92.31% online average recognition rate, 
test two 96.15%, test three 99.23% respectively. 

4. DISCUSSION AND CONCLUSIONS 

characters were mistyped and their corresponding 
Morse codes were mislabeled. That is why the recog­
nized rate couldn't reach up to 100%. 

For further studies, there are still some problems 
need to be solved. First, the signal should be appro­
priately preprocessed before inputting it. Second, we 
have to choose the simplest neural network. We also 
can use other kinds of neural net, such as, linear Self-
Organizing-Map or neural fuzzy, to solve the more 
complex problem. 
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Figure 4 shows that pattern scale and distribution 
are different in three tests. Test one has the largest 
scale than test two and test three. It also has more mis­
types and Morse code overlap. Patterns have different 
scale and distribution means that the tone rate and si­
lent rate are different. Therefore, the optimal correct 
learning rates ( r\lt, r]h) may be different in each test. 
In this experiment, correct learning rates is between 
0.5 ~ 4. From our experiment, we knew that correct 
learning parameter is not the major factor for recogni­
tion rates. The Morse code distribution also reveals 
that dot is more stable than dash. Which means that 
predict learning rate may differ in dot and dash on 
each test. The predict learning rate from 0.01 to 0.5 are 
taken in the test and we have experienced that 0.05 is 
the better one for all three tests. 
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network model and linear BPN recalling algorithm 
both can solve the problem of recognition with very 
short learning and classified time. Usually, neural net­
work requires mass computation and great deal of 
computing time. To shorten the computing time for 
online signal recognition, we can implement linear 
Expert-Gating neural network algorithm in single chip 
with one cycles of learning and obtain satisfactory rec­
ognition results. 
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